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What is the impact of my work?
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622,000,000 results? Seriously?
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There is so much work on intelligent

tutors, teaching tutor agents, recommender
systems, etc.

So, why is personalized learning such a big
deal?! What is the role of learning analytics in
tackling this grand challenge!?
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How can we derive actionable intelligence if

you don’t know much data about your
users/learners!?
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Information Retrieval C.A. Montgomery
and Language Processing  Editor

A Vector Space Model
for Automatic Indexing
G. Salton, A. Wong

and C. S. Yang
Cornell University

In a document retricval, or other pattern matching
environment where stored entities (documents) are
comparcd with each other or with incoming patterns
(search requests), it appears that the best indexing
(property) space is one where cach entity lies as far away
from the others as possible; in these circumstances the
value of an indexing system may be expressible as a
function of the density of the object space; in particular,
retrieval performance may corrclate inversely with space
density, An approach based on space density computations
is used to choose an optimum indexing vocabulary for a
collection of documents. Typical cvaluation results are
shown, demonstating the usefulness of the model.
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1 Although we speak of documents and index terms, the present
development applies to any set of entities identified by weighted
property vectors.

2 Retrieval performance is often measured by parameters such
as recall and precision, reflecting the ratio of relevant items actually
retrieved and of retrieved items actually rclevant. The question
concerning optimum space configurations may then be more
conventionally expressed in terms of the relationship between
document indexing, on thc ope hand, and retrieval perfcrmance,
on the other.
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1. Document Space Configurations

Consider a document space consisting of documents
D;, each identified by one or more index terms T7;
the terms may be weighted according to their im-
portance, or unweighted with weights restricted to 0
and 1." A typical three-dimensional index space is
shown in Figure 1, where each item is identified by up to
three distinct terms. The three-dimensional example
may be extended to ¢ dimensions when ¢ different
index terms are present. [n that case, each document
D; is represented by a /-dimensional vector

D; = (du,do,...,du),

d,; representing the weight of the jth term.

Given the index vectors for two documents, it is
possible to compute a similarity cocfficient between
them, s(D;, D;), which reflects the degree of similarity
in the corresponding terms and term weights. Such a
similarity measure might be the inncr product of the
two vectors, or alternatively an inverse function of the
angle between the corresponding vector pairs; when the
term assignment for two vectors is identical, the angle
will be zero, producing a maximum similarity measure.

I[nstead of identifying each document by a complete
vector originating at the O-point in the coordinate sys-
tem, the relative distance between the vectors is pre-
served by normalizing all vector lengths to one, and
considering the projection of the vectors onto the en-
velope of the space represented by the unit sphere. In
that case, each document may be depicted by a single
point whose position is specificd by the area where the
corresponding document vector touches the envelope
of the spacc. Two documents with similar index terms
arc then represented by points that are very close to-
gether in the space, and, in general, the distance be-
tween two document points in the space is inversely
correlated with the similarity between the correspond-
ing vectors.

Since the configuration of the document space is a
function of the manner in which terms and term weights
arc assigned to the various documents of a collection,
one may ask whether an optimum document space
configuration exists, that is, one which produces an
optimum retrieval performance.”

If nothing special is known about the documents
under consideration, one might conjecture that an
idcal document space is one where documents that are
jointly relevant to certain user qucries are clustered
together, thus insuring that they would be retrievable
jointly in response to the corresponding queries. Con-
trariwise, documents that are never wanted simul-
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users annually
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Easy to use and

INtuitive user-
contributed tools
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Over User Contributed

39400 Direct Impact

resources RESEARCH to LEARNING




and More...

Online Simulations

Community

Sunday, November 18, 12



Sunday, November 18, 12



172 Countries

worldwide

I New Registrations

@ Tutorial / Lecture Users
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http://www.purdue.edu
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Each dot is a

Color dotis a
TOOL

SIMULATION

Past 12 months of activity. For
each user, we look back in time.

For each user we plot ALL simulation tool activities over the past
|2 months
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Time to First Adoption

Typical textbook update:

Time Between Tool Publications and First Use in Classroom
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Rapid Adoption of Research

Median adoption time: Typical textbook update:
174 days (5.7 months) 3.8 years
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Revolutionizing Research 2 Classroom

Median adoption time: Typical textbook update:
174 days (5.7 months) 3.8 years
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Usage Patterns => Tool Qualification

Each dot is one tool
Size of dot indicates number of users

Research Orientation

Tools Ranked by Frequent Use in Teaching
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Usage Patterns => Tool Qualification

Each dot is one tool
Size of dot indicates number of users

Tools Ranked by Frequent Use in Research
Research Orientation
.

Tools Ranked by Frequent Use in Teaching
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Dual Use
Education and Research are coupled!

Each dot is one tool
Size of dot indicates number of users

235 tools!

arch

Q

(
4

SUPREM

5

wn

:)B " ®

o+

c . .

g ¢ ¢

L &

g ¢

5 Je ¢

L &

L2 ©

D %

'

o e & o
= e & 0% ¢ - L @ o
ke

Tools Ranked by Frequent Use in Teaching
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Tool Usage - Time Evolution

Tools Ranked by Frequent Use in Research

Tools Ranked by Frequent Use in Teaching
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| Soph. Materials Engineering |

i Soph. Mechanical nineern |

| Senior Electrical Engieering _‘

Freshman Chemistry ‘
' Soph. Materials Engineering ‘

| Experimentalist Researchers __|
Computational Researchers |

| Graduate Electrical Eng.__|

i Self-Study Users |
|
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e Soon. Matoials Engineernd__ BZ:Y Courses

| Soph. Mechanical b Mechanical Engineering |

95%

T Senior Electrical Engineering "\ 97 Institutions outside

NCN
‘\ I 3060 s
— .

Tools and Usage Pattern Validated Subset Shown Classes
N CRLIE

Single Tool, Single Use Soph. Materials Engineering 96 | 1392
' B | Single Tool, Semester Use Soph. Mechanical Engineering

Multiple Tools, Periodic and Senior Electrical Engineering
Repeated Use

n Multiple Tools, Periodic Single | Freshman Chemistry
Use

' E | Single Tool, Intensive Use Graduate Electrical Eng. “

. Multiple Use in 3 Classes, Soph. Materials Engineering
Transformation to Research

G | Experimentalist Researchers
Computational Researchers
| | | Self-Study Users 33 (not validated
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Soph. Materials Engineerind _carny Validated Subset Shown Classes
Soph. Mechanical 5@ Like This

—S... e rool, single Use Soph. Materials Enaineering

96
Single Tool, Semester Use Senior Electrical Engineerind | ginearing

95%
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Multiple Tools, Periodic and semor electrical Engineering
Repeated Use

= Graduate Electrical Eng.
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3¢ Proof of real use in education. Knowledge transfer out of
Insight research into education.Voluntary and VIRAL use!
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Average

Research

] Hrs CPU

10000 Top

Research

Jolololod Hrs CPU
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flickr
=

 Social Media Proliferation
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g Dashboard(s-ing)
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Mostly Number Counting, No Content Analysis
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Mostly for Marketing, Not Directly Related to Current Students
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Strategy

Collect web content relevant to
engineering students to understand
their college experiences

Challenge

Relevant vocabulary is undefined; time
span is undefined.
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Iterative process of retrieving relevant data
using Radiané

Nov. Ist, 201 | -- May. 2nd, 2012
#engineeringProblems: 10,006 tweets

|. Qualitative Content Analysis
2. Keyphrase Extraction and Topic Modeling
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nSacriﬁce and Negative Feelings
Issues with Classes, Professors, Homework, and Exams
Gender and Other Minority Issues

Engineer Stereotypes and Identity Formation
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From the machine perspective, text is
unstructured, nominal,
qualitative data. It needs to be
transformed in order to be visualized.
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Unstructured Text

Transformation

Structured
Data

Visual
Representation
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Unstructured Text

Transformation } Keyphrase Extraction and Topic Modeling

Structured
Data

Visual
Representation
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Keyphrase Extraction and Topic Modeling

Extract prominent key terms
and identify main themes
from large text corpora.




Not Converg

Topic 0: problems, this week, calculator, forget, calc (calculus),
happy, feeling, really, learn, hopefully, finish, numbers, year, right now,
too much work; it’s bad, solutions manual, guess, everyday, scores,
multiple test, find out, exams, differential equations, pretty, glad,
can’t follow, coffee, easy, angle

Topic I: ever, professor, words with friends, math with friends,
trying, I’'m awful, calculate, favor, pretty sure, engineering building,
URL, hard, sometimes, the only girl, stop, more time, stay, pressure,
GPA, back pack weighs more, sleep, determine, calculate how far,
complicated, bitch, business major, starting, girls bathroom, don’t
understand, finally

Topic 2: awkward moment, Friday night, actually doing any,
amount, yeah, don’t know, curve, actually, free time, days, weekends,
still, book, even, last night, drunk, same week, purpose, sitting, next
week, don’t even know how, senior design, feeling not tired, buy
beer, napping, for hours, don’t know, pull, force
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. Research and Policy Implications
Social Support, Community Building

Social Media Analytics Tool for Education
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